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Natural language is a shared social convention thiddws hearers to understand speakers. We model th
using two steps. First, an encoding-decoding stéeres the sender transmits verbal information to the
receiver. Second, an inferential step where theixer may either believe the literal meaning of thessage
or disregard it in updating priors. These epistemstieps sharply restrict the beliefs that may berained on
and off the equilibrium path. When there are créglilmessages, natural language is a powerful means t

select equilibria.
JEL classification code$83, C72
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Director [in Japanese to interpreter]: The tramstets very important, okay? The translation.
Interpreter [in Japanese to the director]: Yegmfrse. | understand.

Director [in Japanese to Bob]: You're sitting glyiéh your study. And there is a bottle of Suntory
whiskey on the table. You understand, right? Witholehearted feeling, slowly, look at the
camera, and as if you were meeting old friends, tbey words — as if you were Bogie in
Casablanca saying “Here's looking at you, kid” —dfi®ry time!”

Interpreter: He wants you to turn, look in camékay?

Bob: That's all he said?

Interpreter: Yes, turn to camera.

Motoko Rich, “What else was lost in translatioiNew York Times21.9.2003, and Wordreference
Forum (http://forum.wordreference.com/showthread3th65052).

I. Introduction

Talk is not a move like burning the bridges behusg which can communicate to the

enemy that our troops are not retreating. As Tho&aeelling (1960: 117) puts it, “Moves
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can in some way alter the game, by incurring mahifests, risks, or a reduced range of
subsequent choice; they have an information contargvidencecontent, of a different
character from that of speech. Talk can be chedpnwnoves are not.” Vincent Crawford
and Joel Sobel (1982), in their pioneering studyhef maximal amount of information an
expert (the informed party) may offer the decismaker (the uninformed party) when
there are incentives to misrepresent informatioayide a game-theoretic representation of
verbal communication between a sender and a racawecheap talk. Cheap talk sets
language apart from signals: while signals may bedible because choices are
differentially costly, words are not because thayeéhno direct payoff consequences (see,
e.g., Robert Gibbons 1992: 210).

The view that talk is not a move, while powerfuhstultimately led to treat language not
only as cheap, but also as meaningless. Cheaprtadlels concentrate on beliefs induced
in equilibrium, not on equilibrium messages, evdrewsenders are unbiased (Hefei Wang
2009). Our concern is that the only information ethis actually added to the common
priors — verbal communication — is not taken intmsideration. We keep the feature that
talk is cheap, in the sense that the sender maywsegever it feels like at no cost.
However, receivers must be able to decode the messeansmitted by senders, a fact that
has implications for all verbal communication games

Navin Kartik, Marco Ottaviani, and Francesco Scamt (2007) point out that
misrepresentation costs of senders transform lagggtram cheap talk into a costly signal,
a result which Steven Callander and Simon Wilki@0@ reach in the specific context of
political campaigns. The meaning correspondenceStefano Demichelis and Jérgen
Weibull (2008), who add lexicographic preferencethe sender for honesty, is particularly
close to our focuS. However, costly talk for the sender is not sidiit to capture the
informative role of natural language, because rpregentation costs do not eliminate
implausible informative equilibria where words haae equilibrium meaning completely
unrelated to their literal meaning — what we aalhatural language equilibrialnstead,
the decoding process of the receiver must be tadteraccount.

The meaning correspondence is the relation betwleerannounced message and the intended actionicbeim and Weibull
(2008) also introduce honesty, while we conceniratad on the issues of credibility, truth, aedds.
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Our model of verbal communication specifically eslion a pre-existing language that is
shared by all the players (we later relate thiRoger Myerson 1989). Without a common
language, there is no way for the speaker to vigrisammunicate meaning, either true or
false, because there is no way for the hearerderstand the messages. In this connection,
Bill Murray's character iLost in translationillustrates the problems of comprehension in
an unfamiliar language.

Our approach draws on Joseph Farrell's (1993: 8&Bp insight that, credible or not,
natural language has a comprehensible meaninghitthwve add the inverse proposition,
that the hearer will not be able to understandgbeaker unless a common language is
used. Inspired by the distinction between comprsibdity and credibility, we model an
epistemic process where there is first an encodewpding step in which the sender
transmits verbal information to the receiver, foled by an inferential step where the
receiver must evaluate the credibility of the mgssdn the inferential step we restrict
Bayesian updating so that the receiver may eitebe\e the literal content of the message
or disregard it. This forces beliefs to be formakirig into account the priors of the game
without communication, and the verbal informatidwattis actually communicated in the
game. Our epistemic approach shares some feathitbe ostensive-inferential model of
communication in Dan Sperber and Deirdre Wilsor9g)$

What type of information does natural language @®¥ Natural language is neither a
move nor a type, but rather what in semiotics ledd'symbolic information”, i.e., words
that point to moves or types. We use words to wrépers that readers take seriously, and
to organize seminars where people actually showLapguage is so ubiquitous that, in
book I, chapter 2, of th&/ealth of NationsAdam Smith relates markets and exchange to
our “faculties of reason and speech” (see also Aalpmso-Cortés 2008).

Section Il conceptually describes our approachytob®lic communication. We motivate
it with the George Akerlof (1970) market for lemosnce this is a decentralized market,
in Section Il we ask how the seller and the buyetrtogether. This is a pure coordination
game with a surplus from trade. Natural languagewsl the players to use explicit

coordination, providing an alternative equilibriuselection mechanism to Thomas

Our approach does not contribute to epistemic gdweery. Rather, it tries to capture the informatiele of natural language. The

common understandings embodied in natural langunagertheless restrict the beliefs that players emgrtain in response to verbal
communication.
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Schelling's (1960) tacit coordination through fopalnts salient to all the players. Section
IV shows that within the market for lemons, wheleeguilibria are uninformative, it is
nonetheless possible to rule out messages likes“Thia lemon.” Section V formally
defines natural language equilibria. Section Viates our ideas to the literature on

philosophy of language. The final section contaiesclosing remarks.
II. A Semiotic-Inferential Approach to Language

Language can be looked at as a convention and rasams of communication. This
roughly corresponds to the distinction Ludwig Wihgtein (1953) traces between a
grammar, i.e., norms for meaningful language, amgdjlage games, i.e., activities where

language is used (Anat Biletzki and Anat Matar 2009
A. Language as a Shared Social Convention

Words, sentences, and language as a whole, areensg arbitrary, but in another they
are not: we are born into them. For instance, igliEh the words “left” and “right”
describe the moves left and right, in Spanish ‘iegia” and “derecha” describe that. So
while a language is an arbitrary set of conventimnsommunicate meaning, it is a set of
shared social conventions. The idea of naturaluagg as a social convention, i.e., as
something both ordinary and artificial, harks backPlato, Aristotle, and David Hume,
while David Lewis (1975) constitutes the standarddern reference (Michael Rescorla
2010). For Hume, social conventions arise withaécfor either an explicit covenant (as
in Hobbes) or a tacit agreement (as in Locke). Harapproach is described by Friedrich
Hayek (1963) as an evolutionary view according kacl institutions evolve spontaneously
as the result of human actions, not of human design

Linguistic conventions are an element of culture: Gary Becker (1996: 16-18), culture
is a kind of social capital that affects choicesotigh its effects on an extended utility
function that incorporates both personal and socagdital. In the channel we explore,
culture instead affects payoffs indirectly through role in information transmission and
equilibrium selection. For Clifford Geertz (1966), Zulture “denotes an historically
transmitted pattern of meanings embodied in symhmlsystem of inherited conceptions

expressed in symbolic forms by means of which memmunicate, perpetuate, and
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develop their knowledge about and attitudes tovigeti ® In this regard, linguistic symbols
are an additional source of information that has been duly recognized in economics.
Returning to Geertz (1966: 5-6),

So far as culture patterns, that is, systems of ptexes of symbols, are
concerned, the generic trait which is of the fingportance for us here is that they
are extrinsic sources of information. By ‘extrinsic mean only that — unlike
genes, for example — they lie outside the boundari¢he individual organism as
such in that intersubjective world of common untierdings into which all human
individuals are born, in which they pursue theipa@ate careers, and which they
leave persisting behind them after they die. Bytses of information,” | mean
only that — like genes — they provide a blueprintemplate in terms of which
processes external to themselves can be givenimitdeiorm. ...it is precisely
because of the fact that genetically programmedcgases are so highly
generalized in men, as compared with lower anintbi, culturally programmed
ones are so important; only because human behesvegw loosely determined by

intrinsic sources of information that extrinsic stes are so vital.

Talk is not empty once we incorporate the cultuchlracter of languade The
conventional feature which is specific to natueaduage can be described resorting to the
categories used in semiotics. Signs point to somgtalse> The basic distinction, which
appears in John Poinsot’'s 1632eatise on signsis between conventional signs like the
word “fire” or an image of a flame, and naturalrgdike smoke (Ricardo Crespo 2012).
Charles S. Peirce introduces a three-fold distimctietween symbols, icons and indices
(Daniel Chandler 1994). This subdivides conventi@ngns into symbols which are purely
conventional, such as the word “fire”, and icongalilresemble their subject matter, such

3

Culture is a central concept in anthropology. Adfe(1989: 2) quotes precisely this passage tondefiulture. Becker (1996: 16)
use4$ a slightly different definition, also from @&ee

Ken Binmore (1994: 3) recognizes the importanceashmon understandings. Beyond common knowledgetafality, he points
out that common knowledge of this historical dag#ph to predict the equilibrium on which membersacfociety will coordinate in a
specific game, but he does not explore furtherrtile of, for example, sharing French as a commaguage, in sustaining an
equilibrium (Binmore 1994: 14143).

Self-reference adds nothing in the games we aealore generally, self-reference can lead to ealittions, like the semantic
paradox “This sentence is not true.”
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as an image of a flame. Indices are natural sigieh sis smoke, footprints, or medical
symptoms, which are linked to some antecedent cause

Ferdinand de Saussure introduced a dyadic modslgos composed of signifier and
signified, while Charles S. Peirce proposed instaddiadic model that is closer to the
modern representation of signs as composed of thleraents (Chandler 1994). In the

specific case of linguistic symbols, the componanés

0] The signifier (sign vehicle): a sequence of letarsoundsw"”, e.g., “This

car is in great shape.”

(i) The signified (intension/connotation): the concéptve think about when

we read or hear the signifier.

(i)  The referent (extension/ denotation): the actugalw a signifier refers

to, e.g., the used car they are trying to sell us.

We concentrate here on full sentences that caresgmtatements, not on isolated words
as they appear in a dictionary. Though the signtii¢' is only a part of the whole, it is also

customary to refer to the signifier as the symbol.
B. Language Games

Sperber and Wilson (1995: 43) point out that comigation is an asymmetric process:
“It is left to the communicator to make correctwsptions about the codes and contextual
information that the audience will have accessibled be likely to use in the
comprehension process.” We leave out contextualrimétion which allows to interpret
utterances like “The door's open” (Sperber and Wils1995: 20), since reference
assignment and other pragmatic problems are igba¢sve do not touch upon here. We
concentrate on using common codes, and their irg&on given the strategic context. In
the spirit of Farrell’s (1993: 515) distinction feten comprehensibility and credibility of
messages, we formulate two steps in the epistemiceps of using language to

communicate meaning in concrete situations.



In regard to comprehensibility of messages, we attarize this as the encoding-
decoding step. This relies on the linguistic cori@rs and can be described through de
Saussure’s dyadic model of linguistic symbols, s@nifier and signified. Speakers do not
randomly use any word in the dictionary to name ettwng. Rather, when there is
asymmetric information, they rely on ordinary wotdsconvey meaning to the hearer. A
natural language shared by the speakers is thtMsetomprised of all the messagés”
that can potentially be formed to utter comprehaesstatements. As long as messages
stick to the shared conventions"iM", they may be anything, including lies, fiction,dan
economic models. As Wittgenstein (1953: 19) putsEkcalibur has a sharp blade” makes
perfect sense, whether or not King Arthur's swatite. The signified is crucial for the
meaning of signifiers, de Saussure's point as @ui#t. It is also crucial in asymmetric
information games.

The semiotic representation of language, which eontrates on the process of coding and
decoding messages, is the first step in our epistgmocess of communication. This
representation is denominated by Sperber and Wild®@95:2) the “code model” of
communication, which they trace back to Aristolfethe encoding stage, the senflarses
the signifier"'w*" to express the signifie@>. In the decoding stage, the receiReuses the
signifier "mR" to recover the signifiediR. Since thoughts are interior processes, only the
signifier is manifest. We depict the coding-decagdiprocess by a bijective function
(statements, however, might be expressed in mae tme way if there are equivalent

expressions):
(1) "W = (W),

) MR = e=1("mR").

We assume throughout our discussion that" = "m5", so the message that is heard by
the receiver coincides with the message utteretthéwpender. We implicitly rule out errors
of perception. Communication is fully effective whes = mR, wherew?® is the referent
that corresponds téwS", and mF is the referent that corresponds "t@”*". In our

examples, the referemt’ is either a move or a type. The issue we analgze Is that not



all the information may be revealed due to willflistortions of the sender, i.6ms" #
"WS".

In regard to credibility, the key issue is whethie statement implied by the message is
true or not. We characterize this as the inferéstep. Here the point of view of Peirce and
other logicians comes to the fore: the referenthefmessage must be taken into account. In
the triadic model of linguistic symbols, the sigeif signified, and referent form a semantic
triangle. Combining two semantic triangles, we acaondel unilateral communication
between a sender and a receiver in the followiragyrdim in Figure 1 that describes the
word-to-fit-world and the world-to-fit-word sequese (this adapts the ordering in Kyung-
Youn Park 1975). While one might do the analysislgan terms of the referemt and the
signifier "w", the signifiedw is essential in asymmetric information games: rdeeiver
uses the signified to ascertain the type or thenmhd action, because the referent is
unobservable from the receiver's vantage poineretise, there would not be asymmetric

information in the first place.
[ Insert Figure 1 Here ]

Sperber and Wilson (1995) contrast the semiotic ehdd the “inferential model”
proposed by Paul Grice and David Lewis, where tkhardr must infer the speaker’s
intention from the verbal information that is utdr They develop this second model into
an “ostensive-inferential model” where the heareisttake into account that the speaker
has manifestly pointed out the verbal informati@mnly uttered (Sperber and Wilson 1995:
50-54). Sperber and Wilson (1995:18) thus describe verbal communication as a two-
step process: the verbal information ostensivetywidied by the sender is the first step in
the communication process, which is then used kyréteiver to try to infer what the
sender means.

Our approach is similar, though we restrict oursglto purely linguistic symbofsFirst
comes the encoding-decoding sequence, as desdrpeéde semiotic model. Then, an
inferential step by which the receiver must deadw®t inference to draw from the verbal
information provided by the sender. We specificalsume that the receiver may either

6 . . . . . .
The approach in Sperber and Wilson (1995: 9-149 &dkes into account contextual information thagsgbeyond the strategic
setup, as well as natural signs like intonation laodly language.
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believe the literal meaning of the message, oede it when updating priors, motivating

this with the problem of how the buyer and selliea ased car get together.
lll. How Do Buyer and Seller Get Together?

Our ideas on natural language as a vehicle foreying symbolic information developed
from considering the coordination game. This garae played an important role in the
philosophy of language (see Section VI). Our anslys specifically motivated by the
market for lemons, a decentralized market. We aeallyas a two-stage game where the
negotiation stage is preceded by a coordinatiogest@his section analyzes the first stage
game. Both parties are playingndez-vousif they successfully meet, in the second stage
they can share the expected gains from trade. DHewing information must be
transmitted before buyer and seller get togetlmerseller must post an ad saying that a car
is for sale, indicating the quality of the car angbhone number; the buyer must call the
phone number listed in the ad: and the seller masbunce the place and time of meeting.
In this stage we ignore the issue of quality, sitieeincentives for misrepresentation are
addressed in the second stage. This leaves focepa information that must be conveyed
from the seller (the sender) to the buyer (theiveck that what is for sale is a car, the
seller's phone number, the meeting time, and thegingeplace.

Since the conceptual problem of communication ie 8ame for each piece of
information, we focus on the meeting place. Wetfidescribe the game without
communication. We then model communication usingdarapproaches: cheap talk, where
anything may be said; costly talk, where thereraisrepresentation costs; and meaningful

talk, where the receiver's decoding process isdiced.
A. Game without Communication

Without loss of generality, let the expected paydéir buyer and seller from meeting be
normalized to 1, and, from not meeting, t6 Dable 1 represents a game where the seller
may only adopt two actions with positive probakilib equilibrium, meeting leftl() or

right (R) at noon. We relax this later.

If the second stage of the market for lemons, wicdiscussed later on, implies market breakddvigh-quality sellers will not
participate in the first stage. The coordinatioolgdem for sellers and buyers of lemons still rersain
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[ Insert Table 1 Here |

In this game, there are two pure strategy Nashlibgai (L, L) and R, R), as well as a
mixed strategy Nash equilibrium that is Pareto dwtad where each pure strategy is
played with probability one half. The priors aratttany strategy is equally likely. If,
instead, any of the pure strategy equilibria weqgeeted by both players, there would be

no point in engaging in explicit communication.
B. Cheap Talk

Following the use/mention distinction, we distingubetween the worhladt and messages
about the world"'w" using quotes. Though any messages are possilgareFR only
represents the minimal messages requitEt(“meet left”) and"R" (“meet right”). Any of
the Nash equilibria in Table 1 subsist as outcomvben communication is explicitly

modeled in this game through cheap talk.
[ Insert Figure 2 Here ]

An equilibrium isinformativeif the receiver changes beliefs after some messaghe
equilibrium path (Sobel 2011: 5). Otherwise, theuilgrium is uninformative (or
babbling. There are uninformative cheap-talk equilibria enen the seller plays both
strategies with equal probability, and neither eselhor buyer pay attention to the
equilibrium messages because they are not conditiom the actual choice of location.
There is also an informative equilibrium where woede used in their conventional sense,
so"L" refers toL and"R" to R. However, Figure 2 represents tinenatural informative
equilibrium where words are not used that wiays played with probability, andR with
probability 1 — p. If the sender plays a pure strategy, the outcoomeesponds to a Nash
equilibrium, either L, L) or (R,R). If the sender plays a mixed strategy, the payoff
correspond to a correlated equilibrium (Robert Auma974). Though a public correlating
device is not used, language allows both playersotwrdinate actions. We now explore

different arguments to rule out unnatural informatequilibria.
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C. Costly Talk

The setup where all sellers are charlatans thavdélieg to say anything can be modified
by introducing a cost of misrepresentation. Thisenidea was formalized by Kartik,
Ottaviani, and Squintani (2007), and Callander itkie (2007), with misrepresentation
costs that depend on the extent of the distofti®uir specific assumption is that disutility
depends on the action of misrepresentation itsetfause of the costs of making something
up, so sellers have an infinitesimal but constamét € from thinking about saying

something different from their true intentiohs.
[ Insert Figure 3 Here ]

Costs of misrepresentation eliminate babbling doyual in pure coordination games: if
buyers ignore all messages, a seller would ratietiee truth because it is the lowest cost
message; given that, buyers have an incentive ¢d lige messages. However, costs of
misrepresentation alone are not enough to do awdly the excess of informative
equilibria. Figure 3 shows that costs of misrepnésteon do not destroy the unnatural
language equilibrium of Figure 2, because if thadse deviates from the equilibrium
message its payoff will fall from — ¢ to 0. This setup implicitly introduces some stadda
or norm to say things, otherwise senders would botable to experience a cost of

misrepresentation. We now extend this idea of ndomeceivers.
D. Meaningful Talk

Though moral codes are important, we now turn ®rttost basic feature of language,
the fact that we are brought up with a shared scoiavention that applies both to senders
and receivers. Let the conventional expressionnmieeting at locatior. be "L", and at
locationR, "R". In the encoding stage, the sender's announcethémhay coincide with
the actual choicd. (a truthful announcement) or not (a false annoonecd). In the

decoding stage, the receiver's conventional ingéapion of messagd." is actionL. The

Unlike Kartik, Ottaviani, and Squintani (2007), I@ader and Wilkie (2007) assume that inconseqaétigs imply no costs,
because misrepresentation costs are only borrigebyitning political candidates, not by the losers.

This follows Streb and Torrens (2012). This apphosgesembles the heterogenous honesty costs incbelisiand Weibull (2008),
though there honesty only enters lexicographidallgreak ties in material gains.
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semiotic process is followed by an inferential stefnere the buyer can either believe
messages literally, interpreting that' refers toL, or instead continue to have beliefs given
by the priors that any move is equally likely. Téaés no salient interpretation if the words
are not used in their conventional sense, becdese ts no way for the buyer to interpret
the direction of the bias. Though talk does noedffthe utility of the sender directly,

Figure 4 shows this is no longer a cheap-talk game.
[ Insert Figure 4 Here ]

The best responses to messagewill depend on the buyer’s beliefs. If the message
not believed, there are as usual babbling equalilrhere the sender's messages are not
conditional on the actual location chosen, andplagers use mixed strategies where any
location is picked with equal probability. In theguilibrium, each player gets an expected
payoff of 1/2. Furthermore, once second-guessingles out by the inferential step, there
are no informative unnatural language equilibrizevewords are not used in their ordinary
sense. The only informative equilibrium ismatural languageequilibrium where'L" refers
to L and "R" to R, and each player gets a payoff of 1. The buyet hdlve clear
expectations about the seller's move if the messagelieved, and will be willing to play

the pure strategy singled out by the seller’s Vemessage.
E. Truthfulness and Belief

Up to now, we have assumed that the meeting plagel® communicated by one of two
messages. Once we allow any kind of verbal messagestless informative unnatural
language equilibria crop up in cheap-talk gamestedweer, Figures 2, 3 and 4 are atrtificial
in their assumption that, of all the potential mevthe seller will choose in equilibrium
between only two meeting places at noon. Schedligp©60: 55-56) famous example of
tacit coordination involves two people who havenieet in an unspecified spot of New
York, at an unspecified hour. In many coordinatgames, the number of meeting times
and places are thus unbounded.

Instead of tacit coordination, one might think tteking beforehand over the phone is a
much more trivial method of coordination. ThinktbE message “Meet me at noon at the

information booth in Grand Central Station.” Thésai game of imperfect information, since
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the receiver does not see the actual move of th@esghowever, verbal information about
its stated intention is available. The key stuntplock with cheap talk turns out to be that
the possible messages, or interpretations, aretlesanFarrell (1993: 515) points out that
meaning cannot be learned from introspection irapktalk models, so any permutation of
messages across meanings gives another equilibfibie.double combination, countless
times and places, plus unlimited messages for eaehcompounds the original problem of
tacit coordination discussed by Schelling (196®)inK what would happen if, additionally,
the seven digits of the true phone number wereaiahgscrambled in the newspaper ad, or
the ad was not listed in the section on car sddasrather in a section such as movies
playing at the theater. The sheer multiplicity oformative equilibria leaves us where
Schelling (1960) left us: focal points. Selectioguanents suggest that the only focal point
is the informative equilibrium where natural langaas used in its literal sense.

Our arguments provide an alternative reason for thleyonly informative equilibria are
those in which language is used in its literal semamely, because otherwise the receiver
will not be able to decode the message correciysicler specifically what happens when
N locations are available and the priors are thgtlacation is equally likely° This is a
game of imperfect information, though there is &eotkind of information: verbal
information. A simple way of graphically represagtihow intentions are communicated
that captures the gist of the matter is to completmore the specific moves and messages.
After all, neither party is particularly interestad these details. We thus represent
communication in a setup that is stripped downtsobiare essentials, concentrating on
whether the messages uttered by the seller in ancontanguage are believed by the buyer.
In Figure 5, the seller may reveal the truth abiet intended meeting place or choose
instead a misleading message. Mixed strategiematkfover the two pure strategies of
being either truthful or misleading allow all inteediate degrees of truthfulness, which
range from stating the plain truth to being deacéitthe dividing line between helpful and
misleading messages is when the seller says ttieltfivth of the time, which implies that
messages are uninformative. As for the buyer,rifexeéntial step introduces a restriction to

the beliefs that may be entertained, which rangenfiiterally believing the seller's

There areN pure-strategy and many mixed-strategy Nash eqailiWe focus on the least informative mixed-sgitéash
equilibrium, but communication makes sense as &mnpgriors are not given by a pure-strategy eqpuillifr.
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message to disregarding it. Mixed strategies allm@rmediate degrees of belief, but not
beliefs where the message is interpreted to meaething else than its face value when it
is considered misleading. This might seem likeck laf imagination, but we interpret it

otherwise below.
[ Insert Figure 5 Here ]

If the buyer expects the seller to say the truthrartban1/Nth of the time, the best
response is to believe the message, which imghasthe seller will always want to be
truthful. When the seller reveals its true intentipand the buyer believes the message, this
can be characterized as an optimistic equilibri@ptimism is blind, like faith: though the
receiver cannot observe the action of the senddy, the utterance, the very fact that the
receiver believes the message of the sender mahkesehder willing to mean what it says.
The semantic content of natural language can beratwbd as the result of the shared
commitment by individuals of using and interpretwgrds according to accepted social
conventions.

On the other hand, the usual babbling equilibrieenshstrategies are not conditional on
types are represented here as an equilibrium ireanstrategies where the seller says the
truth with probabilityl /N, while the buyer disregards the messdgéthat is novel in our
setup is that there are also babbling equilibri@netthe seller says the truth less thawv
of the time, because the buyer cannot reinterpietmiessages beyond what is implied by
the priors. All these can be characterized as pestst equilibria, that hold once the
probability of the sender being truthful i¥N or lower. Both parties will be unable to
coordinate a meeting by verbal means alone whemedheonventions are not used,
destroying the possibility of using talk as a cheaprdination device.

We are analyzing intended actions. If the sendérdiready chosen a location, it would
instead be an incomplete information game wheratiogs would be types that are given
from the pre-play game without communication. THoube nature of the incomplete

information game is slightly different, it can lepresented by Figure 5 if the priors are that

The receiver is just indifferent between disregagdr believing the message. It is not an equilitorfor the receiver to believe
the message, because then the sender will alwaystovaay the truth.
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any location is equally likely. Natural languagesaalallows selecting Pareto-optimal

equilibria in this setup.
IV. The Market for Lemons

Akerlof (1970) introduces a model of asymmetricomnfiation where dishonesty may
drive legitimate sellers out of business. Anothensequence is that language becomes
cheap. Though meaningful talk does not lead tolalsce, it may allow ruling out the
message “This is a lemon” in equilibrium.

We consider two types of qualit§; € {6;,0y}, whereb, < 6. The quality is known to
the seller, but not to the buyer, at purchase tifie opportunity cost of a seller ¢9;,
with a < 1, andafy > 6, , so market breakdown is possible. Since buyeradliag to
pay#; for a qualityi product and sellers are willing to sell itcet;, there is a potential gain
from trade of(1 — a@)6; > 0. The product is high quality with probabiliy< g < 1 and
low quality with probabilityl — g. To abstract from the bargaining problem, we follo
standard practice by assuming buyers are risk aeartid willing to pay the average quality
offered on the markeE[6] = (1 — q)6, + q0,. Hence, sellers reap the whole surplus from
trade.

The sequence is that the seller states qualitybtiyer then makes a price offer, and the
seller finally accepts it or not. Given our prewodiscussion of the coordination game
stage, we concentrate on misrepresenting quélifhough the seller can state anything,
the minimal messages required dé&" € {"6,","6,"}, namely that the product is either
low or high quality. Buyers can pay any price im tinterval[6,, 8], but it suffices to
consider the price offerg; € {6,,E[0], 6y}, whereE[0] corresponds to the priors of the
game without communication. High-quality sellerdl Wwe willing to accept a price equal to

the expected quality if and only if the followingrdition holds:

3) E[6] > ab,,.

12 . . . . .
In the other steps there is no conflict of interee we assume people use natural language wrdirgary sense (alternatively, the
bid and the sale could be speech acts which aadiydginding for the speaker).
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If condition (3) is not satisfied, only lemons de& on the market, so there is no point in
talking about quality. If condition (3) is satigfieone can rule out separating cheap-talk
equilibria because sellers of lemons always haveneentive to mimic sellers of high-
quality products. A babbling equilibrium in pureaegies exists in which all sellers pool
on the same message, stating for example thathtaes a high quality productg,".*®
Though sellers could also pool on messd&jj€, that does not correspond to our experience
with this market. Sellers who want to cheat buyranot pick the message “This car is a
lemon”, but rather “This car is in great shape”.W¥h

Once we take into account the process of decodiegsages, we can be more specific.
When receivers disregard all messages, anything, o like in cheap-talk games. Figure
6 depicts instead an optimistic equilibrium whergydrs do not doubt the messd@ge",
which is credible because quality is always attlélaat high (the alternative is to keep the
priors that expected quality B8], which implies a higher price). If beliefs in resse to
"g," are@,, sellers have an incentive to s&;". The only rational response of buyers is

not to believe this message and keep the priors.
[ Insert Figure 6 Here ]

The only prediction of the model is in fact aboutat might not be said in equilibrium.
What happens with messages other thri or "6,"? Though they do not correspond to
any quality actually on the market, in our formatup they work just as well agy,". If
there were instead a continuum of qualities, selesuld have an incentive to make claims
greater than or equal to average qudlitg]. In a sense the problem of misrepresentation is
simpler in the market for lemons, because theamigicentive to inflate claims, whereas in
the coordination stage there is no expected dmecfor misrepresentation (Kartik,

Ottaviani and Squintani 2007 already derive infladiaims with costly talk).

13 For the proposed message to be part of a perfgedtan Nash equilibrium, the reaction to any ottrerouncement has to be a
low price, so the conditional probability of highality products must be smaller than or equabtf,; — HL)/(HH — HL).
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V. Natural Language Equilibria

To formalize the contribution of symbolic informati to strategic games, we build on the
Crawford and Sobel (1982) framework of strategionmation transmission in unilateral
communication games, where a sengléransmits a verbal message to a recele$ince
anything can be said, and it does not directlycaffiee utility of the sender, talk is cheap in
this sense — however, since talk effectively utleadfects the potential payoffs in the
game, it is no longer cheap in the standard seasefigures 4 and 5 for the pure
coordination game show.

Our approach is influenced by Farrell (1993) insighat natural language has a
comprehensible meaning, whether or not it is clediblowever, Farrell’s focus is on
refinements of beliefs in response to out-of-equilim messages, so he only applies this
insight to the interpretation of out-of-equilibriumessages. Furthermore, since Farrell’'s
self-signaling neologisms may refine away all theap-talk equilibria, they do not solve
the problem of selecting cheap-talk equilibria (8d011: 11-12).

In the spirit of Farrell (1993), we assume thad fommon pre-existing natural language
is used, the receiver will be able to understamddifferent words the sender utters. Our
addition in the decoding step is the inverse pritjpos if a common language is not used,
the receiver will not be able to understand thedsea meaning. We thus divide the
epistemic process of communication in two stepst,fan encoding-decoding step where
words have a literal meaning; second, an inferbestep where the receiver must interpret
the equilibrium meaning. Unlike Farrell (1993), dide Myerson (1989), we restrict the

interpretation of messages not only out of equiitor but also in equilibrium.
A. Priors

Before tackling the communication game, we charaehe equilibrium of the game
without communication, which is key to define thdops. In incomplete information
games, the priors in the game without communicatm@ given exogenously, as is
standard. We extend this idea to imperfect inforomagames, where we single out the

least-informative Nash equilibrium to determine phiors.
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Let the set of possible worlds the receiver migltefbe given bW = {w;, ..., wy,}. The
possible worlds are the possible types in incorepietormation gamesW = T, and the
possible moves of the sender in imperfect inforomatijamesW = AS. The priorsP =
{p1, ..., pw} are a probability distribution over the possiblerids.

Following the standard approach in the literaturegn incomplete information game the
priorsp(w) € P involve exogenous beliefs about the sender's typ&gh, in the absence of
any new information, determine the optimal resparfsthe receiver in the Bayesian Nash
equilibria of the game. In an imperfect informatigame, the common priors correspond to
the strategyr’ of the sender in the least informative mixed-sggtNash equilibria of the
game (or any one of them, should there be multggeilibria), and the corresponding
strategyoR of the receiver in that equilibriuf.In our examples there is a unique least

informative Nash equilibrium.
B. Epistemic Steps: Comprehension and Belief

The information that natural language conveys mmtsylic information. The messages
"m" € "M" can be anything at all. Though players may compaitaiin terms of precise
statementSw" that point to a specific state of the wowgd more generally natural language
allows talking about different partitions W, with statementsS" that point to a subset of
moves or type§ c W. The finest partition identifies individual elemsrthrough singleton
sets {"m"}. Coarser partitions imply more imprecise statesienAdditionally,
incomprehensible and irrelevant messages refehaonull set, vacuous messages to the
whole set. Consequentlyjatural languageis a bijection over the powerset &V,
e:P(W) - "M". One direction}S" = e(§), denotes the encoding step by which the sender
describes in words a perceived state of the waidiftended action or type). The other
direction,S = e~1("S"), denotes the decoding step by which words arepreted by the

receiver in terms of an actual state of the world.

14
If there were instead specific priors or ad-hdorimation shared by all players, such as Schedli(@60) focal points, the default
equilibrium without communication would insteaddmmething more informative.
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ASSUMPTION 1: In the encoding-decoding step, theeneer can recover the literal
meaningm® = e~ 1("n*") that is being provided verbally if and only if tsender uses a
shared language to utter the symbolic informatiar".

In the asymmetric information games we consideg, ttceiver only has the literal
meaning of the utterance to act upon. These commuterstandings are crucial in
understanding the whole process, and this is whylsvoan be informative despite the fact
that they do not provide direct evidence eithemudves or of types. The definitions of
truthfulness and belief build on the social conimrg shared by the players in their
common language. Without these conventions, theit ba defined. While truth and belief
are simple to characterize, untruthfulness andetiesioare manifold.

With a two-valued logic, the sender may be eithathful or not. A sender’sruth-
functionis a two-valued functiofis: "M"xW - {0, 1}, whereT*("m",S) = 1 if and only if
"m" ="S", TS("m",S) = 0 otherwise. There are many ways of being untruthfut any
degree of informativeness is potentially possilileveé define mixed strategies over the
polar cases of a fully informative and a perfeatiigleading message, as in Figure 5 above.

The receiver may either believe the literal mearohdhe sender's message or not. A
receiver'sbelief-functionis a two-valued functio®?: "M" - {0, 1}, whereB®("m") = 1 if
message m" is believed an®R("m") = 0 if not. As with untruthfulness, there are many
ways of not believing something. Mixed strategias again lead to intermediate degrees of
belief when defined on either wholly trusted ortdisted messages. However, we impose a
restrictive response in case of disbelief. We limiisbelief to considering a message
uninformative, i.e., as informative as the commanorg. We thus rule out reinterpretations
of the message, like interpretifig" to refer toR and"R" to L in Figures 2 and 3 above.
This leads to the second key element in our conedipation, the assumption that the
following inferential step is satisfied.

ASSUMPTION 2: In the inferential step, the receiveay either believe the message’s
literal meaning recovered from the decoding stBf({m") = 1) and update its priors
accordingly, or not believe itB®("m") = 0), ignoring the message and not updating its

priors.
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The assumption that, when the message is belietlesl, message is considered
informative, and beliefs are updated accordinggditeral meaning, simply reflects the fact
that messages that are believed in equilibriunsareecause they are considered truthful.

In case of disbelief, instead of assuming that tbeeiver considers the message
uninformative in regard to the priors, the receigeuld alternatively interpret the message
to be misleading and assign it an interpretati@n dhiffers from what is literally stated. The
snag we encounter here is that there is no wagdordinating alternative interpretations of
the receiver with different misrepresentationsgbreder may fabricate, at least no way that
goes beyond the common priors of the game befonenmamication. In the market for
lemons, for instance, there is a strategic incent¥ owners of lemons to inflate their
claims, and the priors indeed lead the receiventerpret that all types of senders will
claim “This car is in great shape” regardless ddldqy In the pure coordination game, on
the other hand, if the message “Meet me at nodineainformation booth in Grand Central
Station” is not believed, the receiver returnstsodiffuse priors that any place and time is
equally likely, instead of second-guessing whettlés message might instead mean
something else, like “Meet me at 9 a.m. in the {pobbthe Chrysler Building.” Here there
is no strategic incentive for the sender to distamessage in any which way.

Beliefs are thus determined by the receiver's degostep, coupled with the receiver's
inferential step. For example, the buyer will na hble to extract information from
incomprehensible messages such as “RTL8029AS”,gthaan extended zip code with
delivery point might work. The same happens witbl@vant information like “April Fool's
day to you”: the buyer has no way of deducing atfion from that. If they are in New
York, "Meet me at the north side of the GoldeneGRtidge" will not help either. To be
relevant is maxim 3 of Grice's (1975:4%) cooperative principle. We get back to Grice's
maxims in Section VI, since they can be seen asp@imistic equilibrium of pure
coordination games. The following lemma characésithe consequences of Assumptions
1 and 2.

LEMMA 1: If a statementm" is incomprehensible, irrelevant, vacuous, or ndidved by
the receiver, beliefs are not updated.

PROOF:The result for incomprehensible messages follows fthe assumption in the
decoding step that a message must be understoadeb#fe receiver can decide if it
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believes the message or not. Incomprehensible gessdo not qualify as symbolic
information. As to irrelevant messages, this foldwom the assumption in the inferential
step by which a message may either be believedllter disregarded; if the information
is not relevant to the choice at hand, the recesaamnot infer anything from it in relation
to the setW. As to messages that are vacuous, e.g., messige8l will not reveal
anything” or messages that are trivially true besauhey refer to the whole 34t these
messages do not add new information whether theyalieved or not. The last statement
follows directly from the inferential step, sindetreceiver does not incorporate any new
information in case of disbelief.

Since players are fully rational, our definitionarédible messages resembles Myerson’s
(1989) credibility criterion, where messages havereexisting meaning, and credible
messages must correspond to an equilibrium of tdenlying game.

DEFINITION 1: A credible message is a comprehensible and relevant messaeafth
believed by the receiver, is either on the equiior path and true, or else off the
equilibrium path.

When credible messages are believed in incompitdtgmation games, only the true
sender types want to send these messages, winhgparfect information games the sender
wants to send the message and choose the corrésponave’

Unlike Farrell (1993), where credible messagesahneys believed by receivers, here
credibility and belief are two distinct conceptsThough credible messages are believable,
receivers may believe them or not. There are twarprases.

DEFINITION 2: An optimistic equilibrium is an equilibrium wher8®("m") = 1 for all
credible messagéeésn"e"M" such that m"+"M".

DEFINITION 3: A pessimisticequilibrium is an equilibrium wherB®("m") = 0 for all
messagesm"e"M".

To avoid a vacuous optimistic equilibrium with statents that are perfectly true but add

no new information, we consider strict subsetsMf. The set of optimistic equilibria is

15
Credible messages on the equilibrium path of ifiggeinformation games identify the most preferaetions of the sender that are
part of an equilibrium. Demichelis and Weibull (800.304) call these messagedf-committingbecause the sender has an incentive to
carr)(/3 out the strategy when the receiver belielieséspective message.
Demichelis and Weibull (2008: 1305) interpret Efr§1993) in the sense that credibility is a pmopef the message and the game
in question. The same happens here.
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broader than the set of informative equilibria hessathe messages that are believed by the
receiver may be off the equilibrium path. Optindstiquilibria that are uninformative only
predict what messages will not be said, as the plkainom the market for lemons in
Section IV. The set of pessimistic equilibria isubset of the babbling equilibria where all
messages, both on and off the equilibrium pathdemgarded, i.e., interpreted in terms of

the common priors of the game without communication
C. Equilibria with Imperfect Information

In a meaningful-talk game with imperfect informatjoW = AS. The sequence is as
follows. First, the priorg(a®) € P about the possible moves € AS are given by the least
informative, or the default, equilibrium of the garwithout communication. Second, the
senderS sends a messaden' €" M". Third, the receivelR updates its priors; unlike
standard cheap-talk games, we decompose this etadécoding and inferential steps.
Fourth, the receiver picks® € AR and the sender picks’ € AS. Finally, v': WxA! - R
is the utility function of playet = S, R. Strategies and beliefs are given by (5,55, 1),
where:

« A strategy for the sender is a vector of probabdgit
5 = (65(wy), ...,a5(wy,)), where for eachw € W = A%, ¢5(w) € [0,1] and
Ywewo (w)=1; and a vector of probability distributions
w3 = (w5 (Wy), ..., w5 (wy)), where for each wEW,
w3S(w) = (SW)("m;"), ..., w3 (W) ("m,")) is a probability distribution on
"M", i.e,wSw)("m") € [0,1] and} ey @5 (W) ("m1") = 1.

« A strategy for the receiver is a vector of probigildistributions o® =
(cR("m;"),...,aR("my")), where for each "m"€"M", oR("m")=
(cR("m")(al), ...,cR("m")(ak)) is a probability distribution onAF, i.e.,
aR("m")(a®) € [0,1] and jrepr o R ("m") (a®) = 1.

» A belief for the receiver is a vector of probalyilidistributions u =
w("mg"), .., u("myM)), where for each "m" €"M",
u('m") = (pC"'mY(wy), ..., 05("m")(wy,)) is a probability distribution ofW,
i.e., u("m")(w) € [0,1] andXyew u("m")(w) = 1.
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Because the equilibria of cheap-talk games are yalkelding block of the natural
language equilibria we subsequently define, wet &tardefining them. This also helps to
clarify our critique of unnatural informative eqbiiia.

DEFINITION 4: In a cheap-talk game with imperfecftarmation, a perfect Bayesian Nash
equilibrium satisfies conditions (1) through (5):

(1) For eaclw e W,

@°(w) = argmax s, X ©° (W) ("m") L r v (w, a®)GR ("m") (a®) .

(2) 6° = argmax s Xy 0° (W) Yoy @ (W) ("m") Lor v (W, a®)GR("m")(a%) .

(3) For eachm" €"M",
GR("m") = argmax jr Z RaR ("m")(aR)z vR(w, a®)f(m)(w).

(4) If for a messagém" €"M", there exists av € W such thatw’s(w)("m") > 0, then

DS W) mFS W)
w DS W) (TS (W)

AMW) = 3
(5) If for a messagtm" €"M", @°(w)("m") = 0 for allw € W, thenji(m)(w) € [0,1] and
ZwhA(m)(w) = 1.

To be concrete, consider the unnatural informatkieap-talk equilibrium of the pure
coordination game in Figure 2. Each move is assatido an arbitrary equilibrium
message, while condition (4) determines beliefsefuilibrium strategies, regardless of
how that fact might be communicated from playeplyer in the actual game. This seems
to be a strange way to model beliefs when the adfitional information the receiver gets
in each information set is the verbal informationroeeting place provided by the sender.
In our terms, the messages in the unnatural infoven@&quilibria of cheap-talk games are
encrypted messages. This would require some metaage that explains what each
message in that equilibrium means. This leads tinfanite regress problem. And what
agent sends these meta-messages? This does noaseasonable interpretation for one-
shot interactions. This anomaly is what motivatesrmodel of natural language. However
rational these players may be, they cannot deciphenypted messages.

Similar comments apply to the unnatural informategiilibrium of the costly talk game
in Figure 3. Costly talk does not eliminate unnaktunformative equilibria. Consider the
following game devised by Aumann (1990), where pnidAlice prefers to play safe and

choosed even if she and Bob verbally agreed to play In their lexicographic
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communication game where the two players make theirouncements simultaneously,
Demichelis and Weibull (2008: 1298) present an ldqium where both players announce
"d" and playc when the other player announc¢ds$. Unlike evolutionary games, we see no
way that this convention can be established inomé-shot games. Rather, in the optimistic
equilibria where all credible messages are belietleel sender prefers to annouricé. If
instead no messages are believed, our fall-badkigoare the diffuse priors of the mixed-
strategy Nash equilibrium whereis played with probability 7/8 and with probability
1/8, though the default expectations could altéevebt be the pure strategy Nash
equilibrium @, d).” At any rate, the mechanism for this outcome wdddyuite different:
receivers do not reinterpret the messages in dadislzelief, they disregard them and fall

back on their priors.
[ Insert Table 3 Here ]

We now introduce our notion of equilibrium using anengful talk. We require it to
satisfy Assumptions 1 and 2. If the conditions efrima 1 apply, beliefs are not updated.
If, instead, these conditions do not apply, we iggthe restriction that in equilibrium the
receiver may either believe all or none of the dedmessages. Otherwise, the epistemic
steps of decoding and inference would become elgi@dgth a strategic step by which the
receiver could choose to believe what suited itsrests best. Equilibrium strategies have
to be consistent with beliefs.

DEFINITION 5: In a meaningful-talk game with impedt information, aatural language
equilibrium is given by conditions (1) through (B)a perfect Bayesian Nash equilibrium,
as well as the conditions on beliefs that follow:

(6) If "m" is either incomprehensible, or irrelevant, or \aey orBR("m") =0 , then

ﬁ(m)(w)zzp;—‘a); if there exists aw €W for which @*Ww)("m") >0, then

SW)("m") = w forallw € W.
(7) If "m" is is comprehensible, relevant, non-vacuous, &i@'m") =1 for some
"m" €"M", then all such credible messages are believed.thame"m" ="S" such that

BR("m") =1, either @*wW)("m") =1 for wes, &Sw)("m") =0 for wegs§s, and

o If the default pure strategy Nash equilibrium were), there would be no point in talking.
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&5 (w)

w aS(W)

A(m)(w) = 5 for wes, g(m)(w)=0 for wes; or @S(w)("m") =0 for all

w € W, andi(m)(w) >0forw e S, @S(w)("m") =0 forw & S.

The natural language equilibrium requires thatdhlee conformity between what the
receiver literally believes and the underlying éiQuum strategies of the game. In other
words, if a given message is believed by the receihe strategies must correspond to the
equilibrium that potentially matches this crediblessage, “as if” the required equilibrium
constellation is sparked off by verbal communicatid pedestrian way to achieve this,
without requiring any imagination on the part oé tteceiver, would be for the sender to
add a reminder about the intended equilibrium #tabmpanies this message. This relates
to the discussion in Myerson (1989), where the semtay promise to do something, or
suggest the receiver to do somethifg.

LEMMA 2: Natural language equilibria always exist in impatfenformation games.
PROOF:If the receiver disregards all messages, the sehdsrno incentive to choose a
message that is conditional on its move. If thedeersends a message that is not
conditional on its move, the receiver has no ineento heed any message. Hence, an
uninformative equilibrium always exists.

As to the interpretation of the uninformative eturik, the sender need not actually play
strategies that are not conditional on its typaceithe receiver has no way of actually
verifying that. What is important is that this repents the uncertainty of the receiver about
what the sender is actually doing, as in the epigtenterpretation of Aumann and Adam
Brandenburger (1995). This makes perfect sense wtlen message is either
incomprehensible, or irrelevant, or vacuous. Itimige less intuitive when the message is
both relevant (i.e., it refers to an action thaiually is possible) and credible. However,
meaningful talk by itself is not able to remove fassibility that in equilibrium a credible
message might not be taken at face value, butrrattexpreted as meaning the priors, as
seen in the pessimistic equilibria of the pure dowtion game. In this aspect, our
formalization resembles standard cheap-talk gamberevthere are always babbling
equilibria.

18 . . . . S .
While Myerson (1989) uses natural language asntedium of communication, his setup and equilibrivomcepts are quite

different. The communication process is more sttt since Myerson has in mind a negotiation witegee is a mediator between both
parties. The presence of a mediator also allowseimenting correlated equilibria in situations wherglateral communication between
a sender and a receiver lead to babbling equilibria
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If an informative natural language equilibrium, rdaes a corresponding informative
cheap-talk equilibrium because a natural languagdilkrium is a perfect Bayesian Nash
equilibrium that must satisfy two additional conaiits.

THEOREM 1:If an informative natural language equilibrium std, the sender has to be
better off than in an uninformative equilibrium.

PROOF:Suppose not, so the sender is strictly worse dffréveals its strategy. However,
the sender may say whatever it feels like, so it akvays choose an uninformative
message. By Lemma 1, this message will not leash topdating of priors. Hence, if the
sender decides to be informative, it has to be bged improves its payoffs.

This is our main result on equilibrium selection.d setup with costly talk, Demichelis
and Weibull (2008:1303-4) point out that unilatecalmmunication tends to lead play
toward the Nash equilibrium preferred by the sendierour setup, this can happen in
optimistic equilibria. For instance, in the batiliethe sexes the player with proposal powers
can propose the pure-strategy equilibrium it peefahen all credible messages are
believed. Besides the optimistic equilibrium, thare pessimistic equilibria where the fall-
back position are the mixed strategies in the Neghilibrium of the game without
communication where each player picks its prefesteategy 2/3 of the time (either go to a

football match or a shopping mall).
[ Insert Table 3 Here ]

Schelling (1960: 59) gives an early example of hmiateral communication can benefit
the sender: one player announces his position @elssthat his transmitter works, but not
his receiver, saying that he will wait where heuistil the other arrives. Introducing
unilateral communication in imperfect informatioanges leads to a strategic setup similar
to the agenda-setter model of Thomas Romer and HoWRasenthal (1978), where the
agenda setter can propose its most preferred atteen subject to the restriction that the
proposal must not be worse than the status-quothferveto player. However, these

proposals are speech acts, not mere talk.
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D. Equilibria with Incomplete Information

In a meaningful-talk game with incomplete infornoati W = T. The sequence is as
follows. First, the priorg(a’) € P about the possible typess T are exogenously given.
Second, the sendérsends a messager" €" M". Third, the receiveR updates its priors
through the decoding and inferential steps. Fouthb, receiver picksi® € AR. Finally,
v:: WxA! — R is the utility function of playet = S, R. Strategies and beliefs are given by
(w3, 05, 1), where:

« A strategy for the sender is a vector of probabildistributions w’s =
(w5 (wy), ..., w5 (wy)), as above.
« A strategy for the receiver is a vector of probigpildistributions o® =
(aR("m;"), ...,aR("m,")), as above.
» A belief for the receiver is a vector of probalyilidistributions u =
w("m;"),...,u("my")), as above.
DEFINITION 6: In a cheap-talk game with incompletdormation, a perfect Bayesian
Nash equilibrium satisfies conditions (1) through (
(1) For eaclw e W,
@°(w) = argmax s, X ©° (W) ("m") X r v (w, a®)GR ("m") (a®) .

(2) For eachm" €"M",
GR("m") = argmax jr Z RO'R ("m")(aR)Z vR(w, a®)ia(m)(w).

(3) If for a messagém" €"M", there exists av € W such that@’(w)("m") > 0, then

_ _ @S ('m)p(w)
A(m)(w) = SwadSw)("mpw)’

(4) If for a messagem" €'M", @5 (w)("m") = 0 for allw € W, thenji(m)(w) € [0,1] and
2w i(m)(w) = 1.

DEFINITION 7: In a meaningful-talk game with incofefe information, anatural

language equilibriumis given by conditions (1) through (4) in a petf@ayesian Nash
equilibrium, as well as the conditions on belidfattfollow:
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(6) If "m" is either incomprehensible, or irrelevant, or \aw orBR("m") =0 , then

ﬁ(m)(w):nggv); if there exists aw €W for which @S(w)("m") >0, then

*W)("m") = w forallw € W.
(7) If "m" is is comprehensible, relevant, non-vacuous, &%@'m") =1 for some
"m" €"M", then all such credible messages are believed.thame"m" ="S" such that

BR("m") =1, either @S(wW)("m") =1 for wes, aSw)("m") =0 for wes§s, and
Am)(w) =% for wes, g(m)(w)=0 for wgs; or @w)("m") = 0 for all

- (w)
w € W, andi(m)(w) = %

We now state results that parallel those for imgarinformation games.

forwesS, @(w)("m") =0forw ¢ S.

LEMMA 3: Natural language equilibria always exist in incoref@ information games.
PROOE If the receiver disregards all messages, the sehdsrno incentive to choose a
message that is conditional on its type. If thedsesends a message that is not conditional
on its type, the receiver has no incentive to hibedmessages. Hence, an uninformative
equilibrium always exists.

If an incomplete information game has an informatnatural language equilibrium, a
corresponding informative cheap-talk equilibriumséx We now establish a theorem that
parallels Theorem 1. To cover the cases where semger types might be just indifferent,
we would have to add the assumption that theseesetygpes choose not to reveal
themselves in case of indifference.

THEOREM 2:If an informative natural language equilibrium esisand no senders are
indifferent between this and the default equilibriwf the game without communication,
some sender type has to be better off than in afarmative equilibrium.

PROOF:Suppose not, so that all types of senders are waffse the natural language
equilibrium if their type is (partially) revealedn comparison to an uninformative
equilibrium. But this implies that no type has amantive to reveal any information.
According to Lemma 1, if no sender reveals any imégrmation, beliefs are given by the
priors of the game without communication. Hencesander type has an incentive to be

informative.
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This theorem implies that informative equilibria shunake sense for at least one type of
sender*® The informative equilibria of some cheap-talk garde not satisfy this criterion,
such as Example 2 in Farrell (1993). Even if soreadsr types are better off, the
informative equilibria of some cheap-talk gamey i@ message that, in our framework,
are not credible, for instance the original Crawf@nd Sobel (1982) model when the
expert has a positive bias. With meaningful tak tipdating of priors has to be introduced
through the communication process that actuallyedalplace, not through out-of-
equilibrium beliefs postulated in the perfect BagasdNash equilibria of the game. Hence,
these informative equilibria require bilateral coomitation to first incorporate warnings
from the receiver (Streb 2013).

VI. Relation to the Philosophy of Language

For Wittgenstein (1953: 21), “The meaning of a wasdits use in the language.” In
giving the meaning of a word, Wittgenstein (1953) &onsiders that any explanatory
generalization should be replaced by a descriptibrits use: “don't think, but look!”
(Biletzki and Matar 2009). Hence, Wittgenstein (3Pproposes to study language games.
We have shown, at a highly abstract level, thatethe no single use; rather, the use (i.e.,
the equilibrium meaning) varies with the strateigizentives?® Words at times are literally
true, but at others they must be interpreted imseof the priors of the game.

In relation to the use of words, Rescorla (201@tiSe 7) discusses how in Lewis (1975)
the expectation of conformity to a linguistic contien, which gives everyone a good
reason to conform, is based on epistemic reasatigfof others). Lewis (1975) says that
a language is used by a population if and onlyeiiders are truthful and receivers are
trusting most of the time (if not all the time). &mequirement in Lewis (1975) seems
unduly stringent. It may clarify matters to distingh (i) understanding a message, which
depends on the linguistic conventions shared bysgeakers, and (ii) being truthful and

believing a message, which depends on the spexifidibrium of each game. While the

19 . .
To cover the cases where some sender types maghsbindifferent, we would have to add the asdionghat these sender types
choose not to reveal themselves in case of ineffiee.

20
Parikh (2010) discusses the equilibrium meaninoguage, but he does not embed this within desfi@setup. His concern is
about the cost for the sender of being more prediséhis regard, the cost-benefit approach in $¢d@11: 30-33) seems a fruitful
avenue to study the problem of describing and pméging information.
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literal meaning of a word depends on the linguistioventions, and these also apply in
equilibrium when there are no incentives for misesgntation, these conventions are still
present in the background even when that is not#se. Indeed, Rescorla (2011) points
out that some conventions are more honored in teach than in the observance. In the
market for lemons, the very fact that in an opttriequilibrium sellers refrain from saying
“This car is a lemon”, lest their words be takenfate value, attests to the underlying
linguistic conventions in society.

This takes us to Grice’'s (1975) four maxims on ttaoperative principle (Ariel
Rubinstein 2000 discusses them in chapter 3). Msxiome (conciseness), two
(truthfulness), three (relevance) and four (perspid are not general maxims that hold in
all games. Rather, they can be seen as the optretilibrium of a coordination game.
The pure coordination game is of course the best-cacenario for successful
communication — even so, we have seen communicasiorfail. A polar case is matching
pennies, a zero-sum game: if both players call deéar “tails” at the same time, row
wins, else column wins (these verbal actions aeedp acts, because they commit the
players in the bets). Here, verbally communicatimigntions beforehand is useless, so
Grice’s cooperative principle breaks down. Gric878: 45) is aware of this, because he
explicitly considers talk exchanges in which thé&ea common purpose, or at least a
mutually accepted direction.

An example of the power of imprecision, which g@gminst Grice’s maxim four of
perspicuity, appears in the following game wheerxetis a pure-strategy Nash equilibrium,
(L, L), and two mixed-strategy Nash equilibria wherehbpiayers pick either (0, 1/2, 1/2)
or (9/11, 1/11, 1/11). In case the messages arbei@ved, our default is the equilibrium
without communication with the most diffuse priovehere the beliefs are that the three
strategies are played with probabilities (9/11,11/1/11). With precise messagesL{ },
{"M" }, {"R" }, only "L" is credible. If we instead consider the partitfot’." }, { "M" or
"R"}, then both messages are credible. Hence, withrémigion it is possible to reach the
Pareto-superior mixed strategy equilibrium wh&er R are played with probability 1/2.
This, of course, follows the thrust of Crawford &obel’'s (1982) pioneering contribution
on the most informative partition achievable fdfetent degrees of bias of the sender. The

sender will select the optimal degree of precision.
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[ Insert Table 4 Here |

Sperber and Wilson (1995: 268) characterize Gricetgperative principle as a principle
of maximal relevance, which they rightly considal wot be satisfied in many situations
because the interests of the sender will limitahmunt of information it will be willing to
reveal. They instead propose a principle of optinet¢vance (Sperber and Wilson 1995:
270). This is consistent with our game-theoretiprapch to natural language. By
Theorems 1 and 2, the sender will only providevahe information if it is in its interest to

do so.
VII. Final Remarks

Our approach strives to close the gap between &gegin economic theory and daily
life. Our aim is, to use Sobel's (2011: 13) worlts, impose restrictions on the use of
messages within a game that capture the way thasages are used outside of strategic
interactions.” We restrict the endogenous meanmggames taking into account the
exogenous meaning in society, building on Farréll@93: 515) insight that the meaning of
natural language, though not always reliable, idagdy comprehensible. We add the
inverse proposition, that if a common languageasused in its usual sense, the receiver
will not be able to access the sender’s persoifainmation.

We couple the decoding step with an inferentiap $ig¢ which the receiver may either
believe the literal meaning of the message or daxk it when updating priors. This
restriction on beliefs leads to eliminate informaatiequilibria where expressions have an
equilibrium interpretation completely unrelatedtheir literal meaning. Though our agents
might be thought of as having limited rationality, limited imagination, because they
return to the priors in case of disbelief, we thofkthem instead as fully rational agents
who cannot decipher encrypted messages: there iwayothe sender and receiver can
coordinate on their own on one of these equilibatajeast not through plain language.
These unnatural language equilibria are an artitdcour present tools for the game-

theoretic representation of communication, notaduiee of natural language.
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Explicit communication through natural language ptements tacit coordination
(Schelling 1960) as a way to select equilibria ureymmetric informatioA® Linguistic
symbols may provide information despite the fadt tthey are not moves, if there are
credible messages and an informative natural laggyeguilibrium makes the sender better
off. The symbolic information provided by the sendequires a leap of faith for the
receiver, which leads us to talk of optimistic gressimistic equilibria. Even in the pure
coordination game where players share common Btereso there is an optimistic
equilibrium if the receiver believes the sender &mel sender is truthful, there are also
pessimistic equilibria if the receiver disregarde tsender's message and the sender
reciprocates by being uninformative. More generaihe equilibrium meaning of words
depends on each specific game.

Our approach to verbal communication as a mearsqoilibrium selection, which is
founded on the strategic analysis of cheap-talk etsodCrawford and Sobel 1982), is
complementary to costly talk models such as Kafitaviani, and Squintani (2007) and
Callander and Wilkie (2007). Misrepresentation saae an important insight: in the pure
coordination game, the minimalist formulation ofxi®graphic honesty costs in
Demichelis and Weibull (2008) suffices to rule dnatbbling equilibria. However, costly
talk by itself may lead to paradoxical results,isas unnatural informative equilibria.

Meaningful talk can be interpreted as a combinatibwhat Barton Lipman (2000) calls
the “logical approach”, i.e., an approach basedhenmeaning of a sentence in isolation,
and the “equilibrium approach”, which takes intccamt the context and other extra-
logical factors as modeled in game theory. Lipn2000: 118) considers that a model that
can combine both approaches, which appear sidedeyirs Rubinstein (2000), would be
more plausible, and perhaps more useful. For adismiplines, the fact that language as
used in practice depends on the strategic comeplies that the interpretation of the uses
of language must be done in terms of the equilibrineaning. For economics, the fact that
natural language is a shared social convention lwkie receiver uses to decode the
messages of senders implies that the equilibriumning must somehow be derived from

the literal meaning.

21
More broadly, as summarized by Rescorla (2010Q)jlibgum selection without verbal communicationesseither psychological
considerations (Schelling 1960), rational reflect{dohn Harsanyi and Reinhard Selten 1988), or priperience (Drew Fudenberg and
David Levine 1998).
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We are just beginning to scratch the surface obalecommunication. Sperber and
Wilson (1995: 9-11), for instance, are concerneidomby about the semantic representation
of a sentence, but also about pragmatic issuesttikespeaker’s attitude to the thought
expressed — things like tone of voice to expresnyiy so the exact opposite of what is
being literally being said reflects the speakerigetintention or “propositional attitude”.
Their approach exceeds the purely symbolic dimensxplored here, insofar as it also
involves natural signs like body language. Our apph is also more attuned to uses in
formal venues. For instance, the message “Coméght’eaneans one thing in legal and
business settings, another in informal settings &kdinner invitation, where it may mean

“Come no earlier than 8:30” in San Diego, or “Coat@ine” in Buenos Aires.
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FIGURE 6. THE MARKET FOR LEMONS PINNING DOWN EQUILIBRIUM MESSAGES
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TABLE 1— PURE COORDINATION GAME BETWEENBUYER AND SELLER

Left(L) Right(R)
Left(L) 1.1 0.C
Right(R) 0.C 1.1
TABLE 2— BOB AND PRUDENTALICE
c d
C 9.¢ 0.8
d 8.C 7.7

TABLE 3— BATTLE OF THESEXES

ShoppingS Football (F
Shoppinc(S) 2.1 0.C
Football (P 0.C 1.2
TABLE 4— GAME WHERE AMBIGUITY IS INFORMATIVE
L M R
L 11 0.C 0.C
M 0.C 3.3 0.6
R 0.C 6.C 3.8
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