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I. Introduction 

Economic expectations are central in macroeconomic time series modelling. Tendency

surveys provide detailed information about agents’ expectations, but the qualitative

nature of agents’ responses has led to quantify survey results. Numerous methods

to transform responses about the expected direction of change into a quantitative

measure of agents’ expectations have been proposed in the literature. See Lahiri

and Zhao (2015), Vermeulen (2014) and Nardo (2003) for an appraisal of the different

quantification methods. The theoretical framework for quantifying survey expectations

is based on the assumption that respondents report a variable to go up if the mean

of their subjective probability distribution lies above a threshold level, also known

as indifference interval (Theil 1952). Carlson and Parkin (1975) developed this

probability approach by using a normal distribution. Mitchell (2002) and Balcombe

(1996) found evidence that normal distributions provide expectations as accurate

as other stable distributions.

Several refinements of the probabilistic approach have been proposed in order

to reduce the measurement error introduced by restrictive assumptions (Breitung

and Schmeling 2013; Mitchell et al. 2007; Claveria et al. 2006; Löffler 1999; Berk

1999; Smith and McAleer 1995; Pesaran 1987; Batchelor 1986). By comparing the

individual responses with firm-by-firm realizations, Müller (2010) developed a

variant of the Carlson-Parkin method with asymmetric and time invariant thresholds.

In a recent study, Lahiri and Zhao (2015) linked quantified expectations to quantitative

realizations at the firm-level, and obtained a significant improvement in accuracy

by allowing for cross-sectional heterogeneity and asymmetric and time-varying

thresholds. This improvement was found to be especially relevant during periods

of uncertainty with high levels of disagreement between respondents.

This result has led us to evaluate the degree to which survey data on both

perceptions and expectations fit the real outcome after the 2008 financial crisis.

The relationship between changes in expectations and economic variables has been

widely investigated (Martinsen et al. 2014; Ghonghadze and Lux 2012; Schmeling

and Schrimpf 2011; Franses et al. 2011; Graff 2010; Klein and Özmucur 2010), but

never before by means of symbolic regression (SR). SR can be regarded as an

empirical modelling approach, which is particularly indicated to find the most fitting

algebraic expression in large data sets, especially when the model structure is

unknown or changes over time.

By combining a SR approach with genetic programming (GP), we are able to

quantify survey-based expectations in order to generate estimates of economic
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growth. There are different strategies for finding a solution in SR. Koza (1992)

developed GP to implement SR. In spite of its versatility, GP applications in economics

are still few (Acosta-González et al. 2012; Álvarez-Díaz and Álvarez 2005).

In this study we use survey indicators from fourteen different European countries

to generate two economic indicators: a perceptions index with agents’ assessments

about the present economic situation, and an expectations index with their expectations

about the future. By linking survey data from the CESifo World Economic Survey

(WES) to economic growth in two successive GP experiments we are able to derive

an analytical expression for each index. Then we evaluate the forecasting performance

of the indexes since the beginning of the crisis. In a second step, we use a generalized

reduced gradient algorithm to find the optimal combination of weights for each

index that best replicates the evolution of real activity in each country. These weights

allow us to design a composite indicator, which we use to forecast economic growth.

We aim to break new ground by presenting a new approach to derive data-driven

economic indicators. The proposed methodology is based on evolutionary

computation, which through Darwinian competition allows to generate a mathematical

functional form that approximates a predefined target variable. The resulting algebraic

expressions can be regarded as the fittest empirically-generated combinations of

survey variables.

The structure of the paper is as follows. The next section reviews the existing

literature on SR via GP. In Section III we present the methodological approach and

describe the experiment. Empirical results are provided in Section IV. Finally,

conclusions are given in Section V.

II. Methodology

In this study we design two SR experiments that link survey expectations to real

activity in order to derive two economic indicators. This data-driven regression

approach assumes no model a priori. Using evolutionary algorithms (EAs) that

imitate aspects of biological evolution, such as the principle of survival and

reproduction of the fittest, an initial population of computer programs are bred

through generations to find a set of analytical functions that best fit the data.

As opposed to evolutionary programming (Fogel 1966), in which the structure

of the program to be evolved remains fixed, GP simultaneously evolves the

structure and the parameters of the models. Koza (1995) applied GP to assess the

non-linear empirical relationship between price level, gross national product,

money supply, and the velocity of money. GP is a soft computing search technique
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for problem-solving. GP’s tree-structured programs are evolved by means of

genetic operators for model approximation. Dabhi and Chaudhary (2015) have

reviewed the main issues related to GP. The versatility of this empirical modelling

approach has attracted researchers from different areas. See Chen and Kuo (2002)

for a classification of the literature on the application of evolutionary computation

to economics and finance.

There have been few applications of GP in economics. Duda and Szydło (2011)

applied an improved version of GP known as gene expression programming (GEP),

proposed by Ferreria (2011), to develop a set of economic forecasting models. Chen

et al. (2010) introduced GP in a vector error correction model for macroeconomic

forecasting. By means of SR via Pareto GP, Kotanchek et al. (2010) provided some

insight into Gross Domestic Product (GDP) forecasting.

Among recent developments in evolutionary computation, Zelinka et al. (2005)

introduced analytical programming (AP), and showed its ability to synthesize suitable

solutions in SR. Wilson and Banzhaf (2009) compared a developmental co-

evolutionary GP approach to standard linear GP for interday stock prices prediction.

Peng et al. (2014) proposed an improved GEP algorithm especially suitable for

dealing with SR problems. Gandomi and Roke (2015) compared the forecasting

performance of ANN models to that of GEP techniques. See Poli et al. (2010) for

a review of the state of the art in GP.

III. Econometric design

GP allows finding patterns in large data sets. This feature is particularly suitable

where little or no information is known about the system, as in the current study,

where there is an arbitrary and unknown functional relationship between the set of

survey variables. Therefore we use GP to formalize the interactions between a wide

and heterogeneous range of survey-based agents’ expectations that best fit the

evolution of economic activity. More specifically, by means of SR we link twelve

survey-based indicators from the CESifo’s WES (Table 1) to year-on-year growth

rates of quarterly GDP data from the OECD (https://data.oecd.org/gdp/quarterly-

gdp.htm#indicator-chart). The sample period goes from the third quarter of 2000

to the first quarter of 2014. 

The WES questions focus on the direction of change of a wide range of economic

variables (see Hutson et al. 2014 for an appraisal of the WES). The individual replies

are combined for each country without weighting, giving a grade of 9 to positive

replies, a grade of 5 to indifferent replies and a grade of 1 to negative replies. As a
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result, grades within the range of 5 to 9 are indicative of a majority expecting an

increasing trend in the variable, revealing a predominant positive perception. The

opposite holds true for grades within the range of 1 to 5. In Table A1 of the Online

Appendix, we present a descriptive analysis of the twelve survey variables used in

the study for fourteen European countries: Austria, Belgium, Denmark, Finland,

France, Germany, Greece, Ireland, Italy, the Netherlands (NL), Portugal, Spain,

Sweden and the United Kingdom (UK).

We design two independent experiments. Both experiments consist of a SR

modelling strategy to find the optimal combination of survey variables to estimate

the evolution of economic growth. The first experiment evolves the combination

of agents’ perceptions about the present economic situation (variables x1 to x6) that

more accurately approximates year-on-year growth rates of quarterly GDP for

country i at time t. As a result, we derive a functional expression that will be referred

to as the “perception index”( ). In a second experiment we search for the optimal

combination of survey variables regarding agents’ expectations about the future

(variables x7 to x12) in order to track the evolution of real activity. The evolved

symbolic expression will be referred to as the “expectations index” ( ). We run

both experiments in the fourteen European countries simultaneously.

By means of SR we derive the combination of survey variables that best fits

economic growth in each experiment. We then assess the forecasting performance

of both indicators to track the evolution of GDP, prior, during and after the 2008

financial crisis. In Table 2 we present a detailed description of the parameters of

the experiment. To limit the complexity of the resulting expressions, the set of

functions is restricted to the mean, the maximum, the minimum, the ratio, and the

logarithm. Regarding the termination criterion, we set a maximum number of 150

generations. The determination of the maximum number of generations is done in

ˆ
,y it1

ˆ
,y it2
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Table 1. World Economic Survey (WES) – Survey indicators

Perceptions Perceptions Expectations

Present Compared to last year For the next six months

Economic situation Economic situation Economic situation and foreign trade volume

x1 overall economy x4 overall economy x7 overall economy

x2 capital expenditures x5 capital expenditures x8 capital expenditures

x3 private consumption x6 private consumption x9 private consumption

x10 volume of exports

x11 volume of imports

x12 trade balance 



a heuristic way, with the aim of guaranteeing that the system converges the

predetermined minimum error. See Figure 1 for a graphical description of the

experiment. We use the Distributed Evolutionary Algorithms Package (DEAP)

framework implemented in Python (Fortin et al. 2012).
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Table 2. Description of the experiment
Initial population 3,000,000

Normal population 500,000

Max. generations 150

Selection of individuals Tournament size =3

Replacement 1-Elitism

Initialization Select 1000 best of random sample of size 2000

Crossover Sub-tree-swapping

Mutation prob. 0,1, with a random subtree of depth 2

Tree constraints Dynamic depth limit (initial limit = 7)

Model selection Best on validation

Stopping criterion max. Generations

Fitness function RMSE

Function set +, -, *, /, avg_4, log(.)sign(.), (.)^2, sqrt(.)sign(.), max_4(.), min_4(.)

Terminal Set constants=0,5-1,10,5, variables

Note: RMSE – stands for root mean square error avg – stands for average log – stands for logarithm sqrt – stands for square root
max – stands for maximum min – stands for minimum.

Figure 1. Design of the SR experiment



IV. Results

In this section, we first present the output of the two SR experiments undertaken.

Expression (1) is the evolved perceptions index, which represents the optimal

combination of agents’ perceptions about the present to track economic activity:

(1)

Expression (2) presents the expectations index, which show the evolved optimal

combination of survey variables regarding agents’ expectations about the future

economic situation:

(2)

One of the main advantages of using survey data with forecasting purposes is

that survey results are available before the GDP release (Klein and Özmucur 2010).

The publication delay of quarterly GDP data and survey data varies widely across

countries, but the major European economies publish their quarterly GDP data

within about 100 days after the end of a quarter, and survey data within less than

20 days after. Survey results are also used for the design of economic indicators.

The Ifo Institute uses WES results to construct the Economic Climate Index (ECI),

which is an aggregate indicator obtained as the arithmetic mean of assessments of

the general economic situation and the expectations for the economic situation in

the next six months. In Figure 2 we graphically compare the evolution of the two

SR-generated indicators to that of the ECI and the GDP.

In Figure A1 of the Online Appendix, we present the cross-correlations between

both SR-generated indicators (the perceptions and the expectations indexes) and

the evolution of GDP. The perceptions index is coincident with GDP in most countries

(Austria, Belgium, France, Germany, Greece, Italy, Portugal, Spain and the UK),

but it lags one period in Denmark, Finland, Ireland, the Netherlands and Sweden.

Regarding the expectations index, it leads one quarter in Germany and the Netherlands,

and two quarters in Belgium; it coincides in Austria, Denmark, Finland and Sweden;

and lags in Greece, Ireland, Italy, Portugal, Spain and the UK.
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Figure 2. Year-on-year GDP growth rates vs. survey-based economic indexes 

Austria Belgium

Denmark Finland

France Germany

Greece Ireland



In Table 3 we present the results of several forecast accuracy measures to evaluate

the forecasting performance of both SR-generated indicators. Apart from the mean

absolute error (MAE) and the root mean square error (RMSE), we complement the

forecast accuracy analysis by computing the mean absolute scaled error (MASE)

proposed by Hyndman and Koehler (2006). The MASE scales the errors by the

mean absolute errors obtained with a random walk. As survey data refer to
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Figure 2. (continued) Year-on-year GDP growth rates vs. survey-based economic indexes 

Italy Netherlands

Portugal Spain

Sweden United Kingdom

Note: The black dotted line represents the year-on-year growth rate of GDP in each country. The black line represents the evolution
of the proposed perceptions index. The grey line represents the evolution of the proposed expectations index. The grey dotted line
represents the evolution of the ECI in each country.



expectations, and are available ahead of the publication of quantitative official data,

we use two-step ahead naïve forecasts as a benchmark.

The MASE statistic presents several advantages over other forecast accuracy

measures. First, it is independent of the scale of the data. Second, it does not suffer

from some of the problems presented by other relative measures of forecast accuracy

(Hyndman and Koehler, 2006). The MASE is also easy to interpret: values larger

than one are indicative that the GP-based forecasts are worse than the average

prediction computed with the benchmark model. If we denote the forecast error

obtained by means of GP as the scale error is defined as:

(3)

To test whether the reduction in MAE is statistically significant between the

best three models, we also compute the Diebold-Mariano (DM) statistic of predictive

accuracy (Diebold and Mariano, 1995). The null hypothesis of the test is that the

difference between the two competing series is non-significant. A negative sign of

the statistic implies that the second model has bigger forecasting errors.

As it could be expected, the perceptions index shows a better performance than

the expectations index in all economies. Nevertheless, in both cases the magnitude

of the obtained errors is not negligible. We also find remarkable differences across

countries. Belgium is the country with the lowest MAE and RMSE values for both

the leading and the coincident indicator. In the case of the perceptions index, France

and the UK also obtain the lowest MAE and RMSE values together with Belgium.

In the other extreme, Greece is the economy with the least accurate predictions,

followed by Ireland, Denmark, and Finland.

When comparing the obtained results with those of the benchmark, we find that

the perceptions index yields lower forecasting errors than the benchmark in all

countries except Denmark, Greece and Spain, but this difference is only significant

in Austria. The opposite is observed in the case of the expectations index, which

shows higher forecasting errors in all countries with the exception of Germany. The

reduction in MAE is significant in five countries (France, Greece, Ireland, Portugal,

Spain and the UK). 

These results provide mixed evidence on the usefulness of survey-based

expectations for forecasting purposes. While Altug and Çakmakli (2016), Guizzardi

and Stacchini (2015), Altavilla et al. (2014), Hutson et al. (2014), Österholm (2014),

Martinsen et al. (2014), Girardi (2014), Ghonghadze and Lux (2012), Klein and
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Table 3. Forecast accuracy – MAE, RMSE and MASE
ˆ

,y it1 MAE RMSE MASE DM

Austria 1.131 1.527 0.756 -2.388

Belgium 0.882 1.100 0.738 -1.364

Denmark 2.100 2.553 1.381 1.905

Finland 1.789 2.688 0.873 -0.755

France 0.885 1.129 0.912 -0.475

Germany 1.473 1.865 0.910 -0.425

Greece 2.136 2.627 1.071 0.554

Ireland 2.076 2.582 0.816 -1.679

Italy 1.053 1.407 0.751 -1.436

Netherlands 1.141 1.377 0.969 -0.094

Portugal 1.370 1.808 0.907 -0.522

Spain 1.023 1.306 1.208 1.099

Sweden 1.444 2.044 0.799 -1.107

UK 0.980 1.206 0.766 -1.029

ˆ
,y it2 MAE RMSE MASE DM

Austria 1.723 2.115 1.137 0.499

Belgium 1.384 1.739 1.160 0.999

Denmark 1.964 2.543 1.280 1.705

Finland 2.124 2.844 1.023 0.263

France 1.844 2.214 1.894 3.035

Germany 1.550 2.157 0.966 -0.092

Greece 6.477 7.517 3.224 4.988

Ireland 4.136 4.705 1.600 2.971

Italy 2.236 2.995 1.572 2.017

Netherlands 1.672 2.055 1.406 1.698

Portugal 3.020 4.013 1.977 2.442

Spain 3.567 3.920 4.152 6.166

Sweden 2.419 2.995 1.338 1.524

UK 3.147 3.781 2.498 5.037

Note: MAE stands for mean absolute error; RMSE stands for root mean square error; MASE stands for mean absolute scaled
error; DM stands for Diebold-Mariano test statistic with NW estimator. Null hypothesis of the test: the difference between the
two competing series is non-significant. A negative sign of the statistic implies that the second model (naïve) has bigger forecasting
errors. The 5% level critical value is 2.028. Significant values in bold.



Özmucur (2010), Mitchell et al. (2005) and Hansson et al. (2005) have found that

survey-based expectations provide useful information for forecasting purposes,

Breitung and Schmeling (2013), Robinzonov et al. (2012), Jonsson and Österholm

(2011), Lui et al. (2011a,b), Claveria et al. (2007) and Batchelor and Dua (1992,

1998) have also obtained mixed results.

In order to evaluate the effect of the dispersion of economic growth on forecast

results, we compare the different forecast accuracy measures to the standard deviation

of the year-on-year growth rates of GDP for each country. In Figure 3 we present

the scatterplots for the perceptions index, and in Figure 4 the scatterplots for the

expectations index. We can observe a positive relation between the MAE and the

standard deviation of GDP growth rates. This is not the case for the MASE, which

is a relative measure of forecast accuracy. In the case of the perceptions index, we

obtain the highest forecast errors for Finland, Denmark, Greece and Ireland. In the

other extreme, Belgium is the economy with the lowest values. Germany is the only

country with a MASE lower than one for the expectations index, while Spain the
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Figure 3. Forecast accuracy vs. standard deviation of GDP – Perceptions index

Note: The X axis shows shows the standard deviation of GDP growth. The Y axis shows the forecast accuracy measures. MAE stands
for mean absolute error; MASE stands for mean absolute scaled error.

Figure 4. Forecast accuracy vs standard deviation of GDP – Expectations index

Note: See note of Figure 3.



one with the highest MASE value. In Figure 4 we can observe that Greece and

Ireland are the countries with the highest forecast errors and GDP dispersion.

Łyziak and Mackiewicz-Łyziak (2014) found that the 2008 financial crisis period

led to a decrease in expectational errors in transition economies. Claveria et al.

(2016) obtained a similar result for ten Eastern European countries. To analyze

whether the 2008 financial crisis has had an influence on the forecast accuracy of

survey-based measures of economic expectations, in Table 4 we evaluate the

forecasting performance of the SR-generated indicators to that of the benchmark,

differentiating between the pre-crisis sub-period (2000-2007), the crisis (2007-

2010), and the post-crisis sub-period.

In Table 4 we can observe that a common feature between both indexes is the

improvement in relative forecast accuracy during the crisis. This result is partly due

to the fact that surveys are based on the report of subjective evaluations of participants

prior to the publication of official economic data, which are able to incorporate

information about the current state of the economy as well as forward-looking

information (Altavilla et al., 2014). The decline of forecast errors during the crisis

is also related to the decrease of disagreement among experts responding to the

survey during periods prior to turning points. Dovern (2015) found that variations

of overall disagreement among professional forecasters are driven by economic

uncertainty. Mokinski et al. (2015) provided a detailed review and assessment of

the measurement of disagreement in qualitative survey data.

These findings are in line with the results obtained by Kauppi et al. (1996),

Klein and Özmucur (2010), Dees et al. (2013), Łyziak and Mackiewicz-Łyziak

(2014) and Claveria et al. (2016). Kauppi et al. (1996) found that the importance

of business survey information increased during recession periods, obtaining a

significant improvement in prediction during Finland’s great depression. Dees et

al. (2013) showed that the contribution of survey indicators in explaining consumption

expenditures increased during periods presenting huge changes. Klein and Özmucur

(2010) and Claveria et al. (2016) also found that the significance of survey results

in forecasting increased at times of greater uncertainty. Łyziak and Mackiewicz-

Łyziak (2014) quantified inflation expectations without imposing their unbiasedness

and then evaluated the forecasting accuracy of quantified measures of expectations.

All these authors found that survey data became more relevant after the beginning

of the 2008 financial crisis.

Nevertheless, we find differences across countries regarding the different

patterns over the three sub-periods. Spain and the UK are the only countries in

which there is an improvement in the relative forecast accuracy of both indexes
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in the post-crisis period with respect to the pre-crisis period. In the rest of economies,

the forecast accuracy of SR-based predictions with respect to the benchmark

deteriorates after the crisis, especially for the perceptions index. Austria and

Ireland are the only countries where agents’ perceptions are more accurate than
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Table 4. Forecast accuracy – MASE and DM loss-differential test statistic
ˆ

,y it1
ˆ

,y it2

Pre-crisis Crisis Post-crisis Pre-crisis Crisis Post-crisis

Austria 0.705 0.698 0.999 1.234 0.815 1.728

(-2.308) (-2.017) (0.000) (0.207) (-0.684) (2.527)

Belgium 0.760 0.389 2.100 1.181 1.089 1.403

(-1.590) (-2.237) (2.292) (0.831) (0.318) (0.970)

Denmark 1.419 1.123 2.302 1.722 0.947 1.543

(1.553) (0.426) (2.766) (2.852) (-0.222) (1.415)

Finland 0.709 0.831 1.225 1.174 0.915 1.164

(-2.577) (-0.643) (0.742) (0.399) (-0.264) (0.425)

France 0.969 0.588 1.817 2.263 1.490 2.254

(-0.240) (-1.609) (2.107) (3.633) (1.028) (2.250)

Germany 1.005 0.577 1.762 1.350 0.792 0.921

(0.006) (-1.704) (2.465) (1.446) (-0.7329 (-0.317)

Greece 1.229 0.748 1.607 3.025 1.746 7.772

(0.968) (-1.341) (1.971) (3.493) (3.010) (9.140)

Ireland 0.892 0.663 0.965 1.667 1.523 1.618

(-0.756) (-2.180) (-0.130) (1.867) (2.155) (2.944)

Italy 1.026 0.606 0.719 1.570 0.939 3.192

(0.294) (-1.646) (-1.060) (1.264) (-0.220) (3.443)

NL 1.170 0.744 1.223 1.355 1.029 2.519

(0.998) (-1.176) (0.843) (0.954) (0.103) (2.440)

Portugal 0.849 0.480 1.536 2.000 0.604 3.740

(-0.746) (-2.752) (2.486) (2.497) (-1.826) (5.345)

Spain 2.290 0.801 1.262 9.462 1.834 5.189

(5.355) (-1.963) (0.474) (6.251) (1.828) (6.430)

Sweden 0.624 0.815 1.007 2.214 1.156 0.800

(-2.676) (-0.634) 0.023 (2.493) (0.469) (-0.689)

UK 1.169 0.364 1.238 3.924 1.696 1.630

(1.083) (-2.435) (1.420) (9.371) (2.096) (1.614)

Note: See notes of Table 3. DM between brackets. NL stands for the Netherlands.



the predictions obtained with the benchmark model for all three sub-periods.

Conversely, Denmark is the only country in which the benchmark model is not

outperformed regardless of the sub-period.

With the objective of combining the information of both indexes we use a

procedure of constrained optimization to find the optimal weights of both indicators.

This procedure is used for portfolio management to replicate the performance of a

stock index, and is known as index tracking. See Kwiatkowski (1992) and Rudd

(1980) for a discussion. For a detailed description of new techniques applied to

index tracking see Karlow (2012). The aim of index tracking is to minimise a tracking

error, understood as the expected squared deviation of return from that of the index,

in order to obtain the proportion of capital to be invested in each company. Based

on this premise, we use a generalized reduced gradient algorithm to minimize the

summation of squared forecast errors subject to two constraints: the weights must

be equal or larger than zero (non-negativity restriction), and the sum of both weights

equals one. This procedure allows us to obtain the relative weights of each index

for each country (Table 5).

While the obtained relative weight of the perceptions index is always higher

than that of the expectations index, we observe numerous differences across countries.

In Denmark, Greece and Ireland, the algorithm yields a null weight to the expectations

index, while in countries such as Austria, Finland and Germany we obtain weights
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Table 5. Relative weights of perceptions ( ) and expectations index ( )ˆ
,y it1 ˆ

,y it2

ˆ
,y it1

ˆ
,y it2

Austria 0.677 0.323

Belgium 0.701 0.299

Denmark 1.000 0.000

Finland 0.587 0.413

France 0.734 0.266

Germany 0.619 0.381

Greece 1.000 0.000

Ireland 1.000 0.000

Italy 0.939 0.061

Netherlands 0.738 0.262

Portugal 0.735 0.265

Spain 0.887 0.113

Sweden 0.795 0.205

UK 0.919 0.081



close or superior to a third. This result brings up the question of whether survey-

based indicators shall equally weight the information regarding the expectations

about the future and the perceptions about the present.

Finally, we compute a composite economic indicator by combining both the

perceptions and the expectations indexes according to the weights in Table 5. In

Table 6 we present the MASE results obtained with the composite indicator. While

in most countries there is an improvement with respect to the benchmark, this

improvement is only significant in Austria, Belgium and Portugal.

V. Concluding remarks

This paper proposes an empirical approach to generate indicators of economic

growth from qualitative survey responses about the state of the economy in fourteen

European countries by means of SR via GP. We use survey-based agents’ assessments

about the present economic situation from the WES to derive a perceptions index

which consists of the optimal combination of variables that best tracks the evolution

of the economic activity. We repeat the experiment using agents’ expectations about

the future economic situation to obtain an expectations index.

We analyze the forecasting performance of both indexes, and we find that the

perceptions index yields more accurate estimates of the evolution of GDP than the

expectations index, although these improvements are not significant. With the aim

of analyzing the impact of the 2008 financial crisis on agents’ expectations, we

assess the capacity of SR-generated expectations to anticipate future economic

growth, prior, during, and after the financial crisis. We find an improvement in

relative forecast accuracy during the crisis and a subsequent deterioration in the

forecasting performance of agents’ expectations in all countries after the crisis.
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Table 6. Forecast accuracy by country – Composite indicator

MASE DM MASE DM

Austria 0.639 -2.903 Ireland 0.841 -1.663

Belgium 0.567 -2.785 Italy 0.871 -0.812

Denmark 1.029 0.280 Netherlands 0.824 -1.094

Finland 0.831 -0.924 Portugal 0.676 -2.427

France 0.715 -1.567 Spain 1.221 1.099

Germany 0.895 -0.425 Sweden 0.745 -1.562

Greece 1.052 0.554 UK 0.734 -1.189

Note: See notes of Table 3.



In order to combine the information from both indicators we use a constrained

optimization procedure known as index tracking to find the optimal relative weights

of both the perceptions and the expectations indexes. By doing so, we generate a

composite indicator of economic activity that yields more accurate forecasts than

the ones obtained separately with both indexes in all countries except Spain.

Due to the novelty of this approach, there are still several limitations to be

addressed. As we use a data-driven method, the obtained indicator lacks any theoretical

background. By extending the analysis to other questionnaires and countries, we

could examine to what extent the obtained functional forms are sensitive to different

survey data. Another question to be considered in further research is whether the

implementation of alternative evolutionary algorithms may improve the forecast

accuracy of empirically-generated indicators.
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